

    
      
          
            
  
Welcome to the Elpis ASR documentation!

Elpis is a tool which language workers with minimal computational experience can use to build their own speech recognition system for automatically transcribing audio.


Installing Elpis
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Installing Elpis on your computer

Elpis can be installed with Docker, a virtual computer running on your computer. To use this version of Elpis, you first need to install Docker.

Docker is a program which helps standardise the way we do computational tasks with data, regardless of the operating systems of all the people who might want to run those tasks. Rather than building separate code for Windows, Linux, Mac operating systems, we can write once and run it on a myriad of operating systems using Docker. For more information about Docker, view Nay San’s slides [http://goo.gl/qxQDPP].

Follow the instructions on the Docker site to install Docker. [https://www.docker.com/products/docker-desktop]
You will need to create a (free) account with them to be able to download the Docker installer.

After you have installed Docker, start it. On a Mac, you will see a little whale icon in the top menu bar. On Windows you’ll see a whale icon in the system tray.

With Docker running, we will use a terminal to install Elpis.


When you use an application like Elan or Word, you are using a ‘graphical user interface (GUI)’ to do stuff to your data via menus and buttons. Another way of interacting with your computer is via a terminal, also known as a command line or command prompt.




On Mac, open the Terminal app in your Applications > Utilities folder.

For Windows, open the search field in your taskbar, type  command or cmd into it. Then, click or tap on the Command Prompt result to open it.

Download and run the Elpis Docker image by pasting this command in a terminal and pressing Return (or Enter).

docker run --rm --name elpis -p 5001:5001/tcp -p 6006:6006/tcp coedl/elpis:latest





[image: ../_images/command-1-latest.png]Docker run command

If this is the first time you have run the command, you should see a message “Unable to find image ‘coedl/elpis:latest’ locally”. All this means is that Docker has looked to see if there’s a local copy of the Docker image, and couldn’t find one. It will then start to download the image in a series of “layers”. Each layer will go through a process of Waiting and Pulling (pulling involves Downloading and Extracting). When all layers are complete, Docker will create a container from the image and start Elpis in the container.

When you see a message about the server running, open http://0.0.0.0:5001 in a browser. If you are on a Windows machine, try http://localhost:5001 instead.

[image: ../_images/command-2-latest.png]Docker running

You should see the Elpis interface. It might look a little different to this, depending on changes in the current version.

[image: ../_images/10-welcome-latest.png]Docker welcome screen

With Elpis going, follow the steps in the Elpis workshop guide.




            

          

      

      

    

  

    
      
          
            
  
Install Elpis on Google Cloud for Kaldi

If this is your first time using Elpis on Google Cloud, follow the steps on the Setup Google Cloud account page.

When you have finished using Elpis on a GCP virtual machine, make sure you stop it to prevent ongoing costs.


Create a Virtual Machine

Go to the Compute Engine > VM Instances page.

Click “Create”


	Name it


	Select a Region and Zone


	Choose a machine size. The size will determine how much it will cost to run. The smallest vCPU instance on GCP is more than enough for the toy data set. That’s first series N1 with g1-small (shared-core machine type with 0.5 vCPU, 1.70 GB of memory, backed by a shared physical core). At training time CPU usage peaks at about 10% of the available compute on that instance type. For a bigger data set, or for faster training & transcription time, choose a faster machine.


	Increase the boot disk size to 20GB plus the size of your training corpus. For example, to train with 5GB of audio and ELAN files, set the disk size to 25GB.


	Select HTTP and HTTPS traffic in the Firewall options


	Click the “Management, security, disks, networking, sole tenancy” link.




Paste the following code into the “Startup Script” box

sudo apt-get update
sudo apt-get install -y ca-certificates curl gnupg lsb-release
sudo mkdir -p /etc/apt/keyrings
curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo gpg --dearmor -o /etc/apt/keyrings/docker.gpg
echo "deb [arch=$(dpkg --print-architecture) signed-by=/etc/apt/keyrings/docker.gpg] \
https://download.docker.com/linux/ubuntu $(lsb_release -cs) stable" | \sudo tee /etc/apt/sources.list.d/docker.list > /dev/null
sudo apt-get update
sudo apt-get install -y docker-ce
sudo chmod 666 /var/run/docker.sock
mkdir /state
sudo docker run -d --name elpis -v /state:/state -p 80:5001/tcp coedl/elpis:latest





Then press “Create”

It will take between 15 and 30 minutes for the machine to start up and install all the software.



For multiple machines

Make an instance template with the same settings.

Install gcloud [https://cloud.google.com/sdk/docs/install]

Create multiple machines with this command. Replace the zone and template values. Size is the number of instances.

gcloud compute instance-groups managed create elpis-group \
  --zone "us-central1-a" \
  --template "elpis-medium-template" \
  --size 2









            

          

      

      

    

  

    
      
          
            
  
Install Elpis on Google Cloud with GPU

If this is your first time using Elpis on Google Cloud, follow the steps on the Setup Google Cloud account page.

This document will go through a process of enabling the network access required to view training progress with Tensorboard, and detail the steps to start a machine running Elpis.

When you have finished using Elpis on a GCP virtual machine, make sure you stop it to prevent ongoing costs.


Enable network access

Elpis uses Tensorboard to display training progress and plots. To enable us to view the Tensorboard page, we need to add a “firewall rule” in the Cloud console.

Sign in to the console. If you have multiple projects, choose the one you want to work with.

In the left hand navigation menu, go to “VPC network > Firewall”. Click “Create Firewall Rule” (blue button at the top of the page).

Use the following settings, then click Create. This will create a rule which our machine can use to enable browser traffic to reach the Tensorboard.


	Name: tensorboard


	Direction of traffic: Ingress


	Target tags (make sure this is lowercase, and all one word): tensorboard


	Source IPv4 ranges: 0.0.0.0/0


	Protocols and ports: Specified protocols and ports


	TCP: 6006






Create a Virtual Machine and run Elpis

Go to the Compute Engine > VM instances page.

To run Elpis, create an instance with the following settings. These resources will be adequate for a small amount of data, but may need to be increased depending on the quantity of your data. This configuration would cost approximately $600 to run all day, every day, for a month.


	Name: Give your instance a meaningful name, perhaps the name of the language you are training with.


	Region and zone: These can be left as is, or change to a location near you if required. Note that different regions may have different GPU options.


	Machine family: GPU


	GPU-type: NVIDIA T4


	Number of GPUs: 1


	Machine-type: n1-standard-16 (16 vCPUs, 60 GB memory)




Scroll down to the Boot disk section. Change the boot disk to use the following settings.


	Operating system: Ubuntu


	Version: Ubuntu 20.04 LTS x86/64


	Boot disk type: Standard persistent disk


	Size (GB): 300




Scroll down to the “Firewall” settings. Tick Allow http traffic

Click “Advanced options” to open that section.

Click “Networking” to open that section.

Type tensorboard in the Network tags field. This will allow the virtual machine to use the Tensorboard firewall rule we created earlier.

Scroll down and click on Management, and paste the following code into the Automation Startup script section. This code will install all the required software, download Elpis to the VM, and start Elpis.

Note that we install this way, and not using image deploy because image deploy limits the OS to “container optimised”, which prevents use of --gpus all docker run flag. To use --gpus all flag, we need to install specific version of nvidia drivers, not container optimised.

# GPU startup script v0.6.4

# Check if this has been done before. Skip driver installation if so, just run Elpis
if [[ -f /etc/startup_installed ]];
then
  sudo chmod 666 /var/run/docker.sock
  # Run Elpis (non-interactive so that Elpis starts automatically)
  docker run -d --rm --name elpis --gpus all -v /state:/state -p 80:5001/tcp -p 6006:6006/tcp coedl/elpis:latest
  exit 0;
fi

# Otherwise, install all the things.. then run Elpis
# Install CUDA

sudo apt install linux-headers-$(uname -r)
curl -O https://developer.download.nvidia.com/compute/cuda/repos/ubuntu2004/x86_64/cuda-ubuntu2004.pin
sudo mv cuda-ubuntu2004.pin /etc/apt/preferences.d/cuda-repository-pin-600
wget https://developer.download.nvidia.com/compute/cuda/repos/ubuntu2004/x86_64/cuda-keyring_1.0-1_all.deb
sudo dpkg -i cuda-keyring_1.0-1_all.deb
sudo add-apt-repository "deb https://developer.download.nvidia.com/compute/cuda/repos/ubuntu2004/x86_64/ /"
sudo apt update
sudo apt -y install cuda

# Install NVIDIA Container Toolkit

curl https://get.docker.com | sh \
  && sudo systemctl --now enable docker

distribution=$(. /etc/os-release;echo $ID$VERSION_ID) \
   && curl -s -L https://nvidia.github.io/nvidia-docker/gpgkey | sudo apt-key add - \
   && curl -s -L https://nvidia.github.io/nvidia-docker/$distribution/nvidia-docker.list | sudo tee /etc/apt/sources.list.d/nvidia-docker.list

sudo apt-get update
sudo apt-get install -y nvidia-docker2
sudo systemctl restart docker
sudo usermod -aG docker $USER
sudo chown $USER /var/run/docker.sock
sudo chmod 666 /var/run/docker.sock

# Handy little app to check NVIDIA GPUs stats
sudo apt -y install nvtop

# Get elpis
cd ~
git clone https://github.com/CoEDL/elpis.git

# Will make it easier to copy model files etc out of the container
mkdir state

# Make a file which can be detected on next startup and thus skip doing this every time
touch /etc/startup_installed

echo "done"

# Download and run Elpis (non-interactive so that Elpis starts automatically)
docker run -d --rm --name elpis --gpus all -v /state:/state -p 80:5001/tcp -p 6006:6006/tcp coedl/elpis:latest





This startup script will only run the first time the VM starts, to reduce the instance load time on subsequent restarts.

Then, scroll to the bottom of the page and click “Create”. The page will redirect to the virtual machine list, and show the status of the machine starting up.

After the machine starts, it can take up to 15 minutes for everything in the startup script to be installed. Wait 15 minutes or so, and then copy the External IP address.

Open a browser. In the browser’s location field, type http:// and paste the IP address. It should end up looking like http://34.125.96.234. Then press enter/return to go to your Elpis machine.

With Elpis going, follow the steps in the Elpis workshop guide.



Adding projects (optional)

Later, you may wish to add a new project to separate the usage of services across different experiments or activities.

Click the project list in the top blue menu. In the popup, click “New Project”.

On the New Project screen, add a project name and press “Create”.

When the project has been created, you will be prompted to select it. Having done that, the page will show the project’s Dashboard.





            

          

      

      

    

  

    
      
          
            
  
Getting started



Overview

The speech recognition process (also called speech to text) broadly involves steps of:


	Organising files that will be used to train the system


	Making pronunciation rules for your language


	Acoustic, pronunciation and language training




Then, using the trained system we can get a new transcription on un-transcribed recordings.
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Preparing files

Speech recognition systems train on pre-transcribed speech data, building a statistical model of speech, which can then be applied to untranscribed speech. It is important to recognise that the type of speech that the system trains on will determine the type of speech that the trained model can be used on. For example if you train a system with speech of a person counting numbers, that model will be great for automatically transcribing more speech of that person counting, but wouldn’t be practical for transcribing a different person telling stories.

Select a collection of data for which you have the most orthographically-transcribed, high-quality speech recordings. The system will learn from these to build a model for the language.


Preparing your existing transcriptions

Choose a set of data from your corpus. For maximum success in the workshop, use orthographically-transcribed content from a single speaker. Select data from a common recording activity, e.g. short sentences, or stories. The current version of Elpis uses Elan files. Let us know if you have other transcription file formats, as we are currently working on adding other transcription formats.

Duplicate your data set so that you don’t affect your original data by preparing for this workshop, as some of the workshop steps are destructive.

Identify which Elan tier the transcriptions are on that you want the system to learn, and ensure that this “target” tier is named consistently across all the files in this corpus.

[image: ../_images/elan-phrase-tier.png]



Clean your transcriptions by looking through them and checking the following:


	Reduce inconsistencies or typos in transcriptions.


	Standardise variation in spelling.


	Replace non-lexical number forms, shorthand forms and abbreviations with full lexical forms. For example, replace ‘9’ with ‘nine’.


	Code-switching in a single tier will confuse the system. Although it is possible to train a multi-lingual system, in this workshop we will focus on one language. Separate multiple languages by creating one tier for the language you want to train.


	Out-of-vocabulary words (words that are in the corpus but not in the lexicon) will reduce the accuracy. Ensure that everything in the speech signal is transcribed.


	Remove inline conventions such as speaker or language codes.


	Remove punctuation that is not lexically significant






Audio

Elpis trains using 16 bit, 16kHz, mono WAV format audio. It will convert WAV files to the required specification, however converting your audio to these specifications beforehand will reduce the training time.


	16 bit is the bit-depth, the number of values in each audio sample.


	16kHz is the sample rate, also known as the sample frequency.


	Mono refers to the audio having only a single channel, rather than stereo being two channels.




Ensure the audio is in WAV format. MP3 is not suitable because the MP3 compression removes much of the information in the audio signal. Converting from MP3 to WAV doesn’t work either, as the information lost in the compression is not recovered in conversion.

Audio filenames should match the transcript filenames, bearing in mind that any commas, spaces, pipes, etc. in the filenames will cause problems. Rename your filenames to only use alphanumeric with underscores or dashes.

Use noise reduction techniques to clean the audio signal if needed.



Examples

For examples, refer to the Abui toy corpus [https://elpis.net.au/abui.zip].
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Viewing Elpis training log file

During the training stage a log file is written to /state/of_origin/models/XXXX/train.log. Note that this file isn’t created as soon as the Start Training button is clicked, there is a slight delay while some data prep is done. To view this file:


	Connect to the VM if Elpis is running on a cloud machine. Install gcloud [https://cloud.google.com/sdk/docs/install] if you don’t have it already.




gcloud compute instances list
gcloud compute ssh instance-1






	Run this command to get into the Elpis container.




docker exec -it elpis bash






	Look in the /state/of_origin/models directory. The hashes are directories of the models that have been made. Change into the current model dir.




cd /state/of_origin/models
ls
cd <some_model_hash>






	If train.log file is there, you can look at it for some insight into what Kaldi or HFT are doing. If Elpis is currently training, use tail to stream the log as it updates.




tail -f train.log
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How to setup repositories to develop Elpis

This guide can assist in setting up directory structures to load repositories into a Docker container, enabling you to develop code and interact with the changes. This guide doesn’t cover testing.

The recommended folder structure is to have a ~/sandbox folder inside your user directory. This can contain the elpis Git repository and a state folder to view the dataset, model and transcription sessions that the program generates.

This guide assumes the use of zsh rather than bash.


Prepare your local dirs

Set up a sandbox folder in your home directory. Create a state folder in there. This will be shared into the Docker container when we run it soon.

mkdir ~/sandbox
cd ~/sandbox
mkdir state





Clone the Elpis repo into the sandbox

git clone https://github.com/CoEDL/elpis.git







Build the GUI

The Docker container has a build of the React app GUI in it. If you are cloning the elpis repository and working on the GUI, run these commands to enable changes to the GUI code to be reloaded in the browser.

cd ~/sandbox/elpis/elpis/gui
yarn install && yarn watch







Mount local dirs into existing image.

Run the Elpis Docker image. Mount your local repositories into the container. Leave out the mounts you aren’t actively developing. Thus you get to use the venv in the Docker container, don’t need to set up your own, avoiding version issues.

docker run --rm -it \
    --name elpis \
    -p 5001:5001/tcp \
    -p 6006:6006/tcp \
    -v ~/sandbox/state:/state \  
    -v ~/sandbox/elpis:/elpis \  
    --entrypoint zsh coedl/elpis:latest





Run this command to start the Elpis interface.

export FLASK_APP=elpis && flask run --host=0.0.0.0 --port=5001





You can also simply use the alias command inside the container.

run







Command-line window

elpis uses poetry for dependency management and packaging. Starting up the virtual environment might be useful if you want to develop in an IDE or text editor with autocompletion & other fancy stuff, or if you would like to run tests.

cd ~/sandbox/elpis
poetry shell
poetry update







Monitor the app/code

Open a new Terminal and get another window into the running Elpis container using this (this works on Mac, untested on PC)

docker exec -it $(docker ps -q) zsh
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Building the Elpis Docker image

To build an image locally, use this command.

docker build --platform linux/amd64 --tag IMAGE_NAME .





For example,

docker build --platform linux/amd64 --tag coedl/elpis:latest --tag coedl/elpis:0.96.8 .





After building, push to the hub. Login first

docker login
docker push coedl/elpis:latest
docker push coedl/elpis:0.96.8





Or push all tags.

docker image push --all-tags coedl/elpis






Build issues

Docker build issues  may be due to Docker storage being full. This may be indicated by error messages such as:

E: The repository 'http://archive.ubuntu.com/ubuntu focal-updates InRelease' is not signed.
W: GPG error: http://archive.ubuntu.com/ubuntu focal-backports InRelease: At least one invalid signature was encountered.





Try cleaning space with these commands, and then rebuild.

docker image prune
docker container prune
docker builder prune
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Making a release

Follow these steps to make a release and new Docker image for Elpis.


Update docs

Update docs if required with any description of changed functionality. Pushing to master will rebuild the readthedocs repo.



Try the code

Test GUI build as a sanity check that the app builds and eslint is happy. You may need to set your local Node to the version required for the GUI. These commands use asdf to manage Node version. Information about installing and using asdf are here [https://asdf-vm.com/].

cd ~/sandbox/elpis/elpis/gui
asdf local nodejs 15.14.0
yarn install && yarn build





Build a new Docker image.

cd ~/sandbox/elpis
docker build --tag elpis-latest-test .





Check that Elpis runs with the new image. The regular docker run ... command, used when developing, mounts a local state directory and a local copy of the Elpis repository for developer convenience. The following command doesn’t mount a state directory or local copy of the Elpis repository. This ensures the Docker container doesn’t unintentionally include other libraries which may have been installed locally during development.

docker run --rm --name elpis -p 5001:5001/tcp -p 6006:6006/tcp elpis-latest-test





Open http://0.0.0.0:5001 in a browser (or, try http://localhost:5001 if that doesn’t work), and  train and test with at least a toy corpus [https://github.com/CoEDL/toy-corpora]. For Kaldi, use the Abui toy corpus. The Na toy corpus may be more suitable for checking the HFT engine.



Update the version number in the code

Update the changelog and version details in the Elpis code, and push a commit for the version bump to master (or make a PR).

~/sandbox/elpis/CHANGELOG.md
~/sandbox/elpis/pyproject.toml
~/sandbox/elpis/docs/conf.py
~/sandbox/elpis/elpis/gui/package.json







Make a Git release


	Draft a new release [https://github.com/CoEDL/elpis/releases/new]


	Click Choose a tag and type the next version num including a leading v. E.g. v0.96.10


	Select + Create new tag: xxx on publish to save the tag when the release is published.


	Leave release title empty to use the tag as the title.


	Write a description of the release (should be the same as the changelog info).


	Click Publish release. This will bundle the code as .zip and .tar.gz assets with the release.






Docker image

Docker image builds are automatically triggered by any commit to master, which will build a Docker image tagged “latest”. Version releases will build images tagged with the version number.

The following commands can be used to build images with custom tags.

docker login
docker tag elpis-latest-test coedl/elpis:custom-tag
docker push coedl/elpis:custom-tag





Clean up Docker

docker image rm elpis-latest-test
docker image prune -a
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Using the CLI Elpis Python API

Requires Docker.


Prepare your data

Make a local directory with your data, including your training data, a letter to sound file if using Kaldi, and an untranscribed audio file if you are also transcribing.


See example at https://github.com/CoEDL/dev-corpora




~/Desktop
    └── datasets
          └── abui
                ├── letter_to_sound.txt
                ├── transcribed
                │     ├── 1.eaf
                │     ├── 1.wav
                │     ├── 2.eaf
                │     └── 2.wav
                └── untranscribed
                     └── audio.wav







Run Elpis, train and transcribe

Start Docker.

Run an Elpis docker container, sharing your local datasets directory with the container.

docker run --rm -it -p 5001:5001/tcp -v ~/Desktop/datasets:/datasets --entrypoint /bin/zsh coedl/elpis:latest





In the container, set up a virtual environment and install dependencies. Then run the sample Python training script. It will look in the folder you gave, train a system based on the audio and text files it finds, and transcribe the untranscribed audio.

Base your own training script on the example script.

cd /elpis
poetry shell
python elpis/examples/cli/kaldi/train.py





Or, use a trained model to transcribe some audio.

python elpis/examples/cli/kaldi/transcribe.py
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Using the CLI for Elpis GPU

This doc refers to WIP on hft branch.

See the example script in elpis/examples/cli/hft/train.py for a simple demo of how to do data prep and training.

The example script will used the bundled TIMIT data that is included in the datasets dir in the docker container root.

The hft image comes with abui, na and timit data provided. See below for layout. To use your own data, add it as a subdir of /datasets and change the script DATASET_DIR value to suit. (To get your data into the container, use curl/wget/git clone.)

Running the sample script will prepare/normalise the data and do training. Subsequent runs of the script will reuse the prepared dataset, saving having to prepare the data repeatedly, and make a new training session.

If you prefer to redo data preparation, edit the Python script and change the DATASET_NAME value, while retaining the DATASET_DIR value.

Once training is complete, the model files will be in a /state/models/XXXXX dir.


Commands

Connect to a GCP instance and run Elpis docker.

gcloud compute ssh instance-3
screen
docker run --gpus all --rm -it -p 80:5001/tcp --entrypoint /bin/zsh hft
git pull
python elpis/examples/cli/hft/train.py





To manipulate training params, open another terminal and modify the model.py file.

gcloud compute ssh instance-3
docker exec -it $(docker ps -q) zsh
vim /elpis/elpis/engines/hft/objects/model.py







Data layout

/
├── ...
├── datasets
│   │
│   ├── abui
│   │   ├── letter_to_sound.txt
│   │   ├── transcribed
│   │   │     ├── 1.eaf
│   │   │     ├── 1.wav
│   │   │     ├── 2.eaf
│   │   │     └── 2.wav
│   │   └── untranscribed
│   │         └── audio.wav
│   │
│   │
│   ├── na
│   │   ├── README.md
│   │   ├── transcribed
│   │   │     ├── CRDO-NRU_F4_10.eaf
│   │   │     └── CRDO-NRU_F4_10.wav
│   │   └── untranscribed
│   │         └── CRDO-NRU_F4.wav
│   │
│   │
│   └── timit
│       ├── dur.txt
│       ├── infer
│       │     ├── fadg0-sa1.eaf
│       │     ├── fadg0-sa1.txt
│       │     ├── falk0-sa2.txt
│       │     └── falk0-sa2.wav
│       ├── timit_l2s.txt
│       └── training_data
│             ├── fadg0-sa2.eaf
│             ├── fadg0-sa2.wav
│             └── ...
├── ...
├── ...
│
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Handy GCP commands

Follow these instructions [https://cloud.google.com/sdk/docs/install] to install the gcloud tool.


Connect to a Virtual Machine

Use gcloud to connect from a local terminal to a Google Cloud Platform Virtual Machine. gcloud init will authorise gcloud to use your credentials to access your account. Then we will list the available machines, and make an SSH connection to one. Change instance-1 in the code below to match the name of the machine you want to connect to.

gcloud init
gcloud compute instances list
gcloud compute ssh instance-1







Using screen

Using screen will avoid long-running training processes from terminating due to network connection failures between your machine and the VM.

Start screen.

screen





Do things, e.g. run a Docker container…

Then detach or reattach after a network failure.


	Ctrl-a + Ctrl-d to detach from the screen


	screen -ls to list screens


	screen -r to reattach






Copy model files from GCP

SSH to GCP instance.

Get into the docker container.

docker exec -it elpis zsh
cd /state/of_origin/models
ls
tar -cvf model.tar HASH_DIR_NAME





Keep that Docker container running, and in another SSH terminal, copy from the container to the host.

docker cp elpis:/state/of_origin/models/model.tar .





Copy from the host to the local machine (do this in a local terminal window).

gcloud compute scp instance-1:~/model.tar ~/Downloads/model.tar





Otherwise, could share state dir from host into docker and save a few steps…



Fixing the SSH Key

When making an SSH connection using gcloud, you may receive a Remote Host changed error. This can be fixed by regenerating some files on your computer.

Use the Google Cloud Console in your browser to check that the VM is running.

Delete these files from your computer.

~/.ssh/google_compute_engine
~/.ssh/google_compute_engine.pub
~/.ssh/google_compute_known_hosts





Run these commands on your computer to authorise you and generate new SSH keys. Replace the zone, instance and project names to suit your situation.

gcloud auth login
gcloud compute ssh --zone "us-central1-c" "instance-1"  --tunnel-through-iap --project "elpis-workshop"
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API Documentation

Information on specific functions, classes, and methods.
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name: Bug report
about: If you’ve found a bug with the code or workshop information, please use this
temple



Describe the bug
A clear and concise description of what the bug is. What happened?

Expected Behaviour
What did you expect to happen?

To Reproduce
How did you find the bug?


	First I …


	Then I ….


	….




Screenshots
If applicable, add screenshots to help explain your problem.

System info:


	OS: [e.g. Mac, Windows, Linux]


	Version [e.g. 0.64, 0.73]




Additional context
Add any other context about the problem here.
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The State Tree

All information important to the process of transcription is stored in the state tree. The structure of the tree seperated data by the steps in the process.

Once information in put into the state tree, it can be considered non-volitile and will persists after a power cycles. The backend and frontend store slightly different properties in their state trees, however, there are some common properties shown below.

The common top-level state tree:

state: {
    dataset: ...,
    pronDict: ...,
    model: ...,
    transcription: ...
}








            

          

      

      

    

  

  
    
    

    Set Up a Google Cloud Account
    

    

    

    
 
  

    
      
          
            
  
Set Up a Google Cloud Account


Create a Google Account

Create an account at Google Cloud [https://cloud.google.com].

When you have signed in, go to the Getting Started [https://console.cloud.google.com/getting-started] page. Set your country and agree to the Terms of Service, then press “Agree and Continue”.

You should be redirected to the Console Home screen.



Set up Billing

To be able to access the resources required to create a Virtual Machine, we need to provide billing information, including credit card details. New accounts are given $300 credit to use for some cloud services, however we will need to upgrade to a paid account so that we can use GPUs for Elpis.

On the home screen, click “Billing” in the left hand navigation menu, then click “Add Billing Account”. This will open a short, two-step form to provide credit card details and some address information. When this is complete, your account will be on a Free plan.

To use GPUs, we will need to upgrade the account to a paid service. Click the Billing menu item in the Nav menu, and click the “Upgrade” button, then “Activate”. These steps seem to change often. For up-to-date information, check the Google documentation for upgrading a free account [https://cloud.google.com/free/docs/free-cloud-features#to_upgrade_your_account].



Select APIs

The main resources we will use are Compute Engine Virtual Machines. To get access to Compute Engine we need to enable Compute Engine API, which provides access to the Compute Engine. Open the Navigation menu and click “Compute Engine”, then “Enable”.

This will take a few minutes to activate.



Increase Service Quotas

To use GPUs we need to request an allocation. Open the Navigation menu and click the IAM & Admin > Quotas menu.

Filter the quota list by clicking the Filter button, select Quota, and type GPUs (all regions). This should show you the Compute Engine API service. Tick the checkbox next to it and click the Edit Quotas button. Change the limit to 1 (or to match the number of VMs you want to run). Add a description for your request, for example “testing speech recognition systems”. Provide contact details, and submit the request.

The request can take up to two days to be processed, but a small increase is likely to be quicker.
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